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S U M M A R Y
The amount of high-quality seismic data is expanding rapidly, and there is a need for algorithms
that take advantage of classical methods to achieve high efficiency using widely available
computing power. In this study, we develop a novel waveform inversion method to retrieve
radially anisotropic Earth models that can be used to investigate deformation and flow in the
mantle. Our method is comprised of two parts: (1) extraction and fitting of the fundamental
mode and (2) fitting of the full synthetic waveform. The waveform inversion method results
in path average model constraints with uniquely determined independent uncertainties. We
demonstrate through synthetic testing that the method is able to retrieve radially anisotropic
perturbations down to the mantle transition zone, and leakage effects due to ignoring P-
wave anisotropy are minimal. We apply the method to ∼16 000 waveforms generated by
earthquakes occurring in the East Sea (Sea of Japan) region, and we demonstrate that the
subsequent linear inversion of radially anisotropic path constraints produces models that are
similar to those resulting from full waveform adjoint tomography methods. We validate our
model by predicting waveforms for earthquakes not included in our inversion, and we show
that our method is able to extract structural information. Our results indicate low-velocity
anomalies and weak radial anisotropy in NE Japan, which may be due to competing influences
from ascending fluids and/or melts and horizontal flow in the lower crust and upper mantle.
In the southern East Sea, we image low velocities and relatively high radial anisotropy, which
may reflect high temperatures, shallow dehydration and olivine LPO in the upper mantle.

Key words: Inverse theory; Waveform inversion; Seismic anisotropy; Seismic tomography;
Surface waves and free oscillations; East Sea.

1 I N T RO D U C T I O N

The number of seismic data and their quality has been steadily in-
creasing over the past several decades (e.g. Meltzer et al. 1999;
Romanowicz & Giardini 2001; Simons et al. 2009), leading to an
abundance of global and regional models of the Earth’s crust and
mantle (e.g. Romanowicz 2003). At the same time, advances in nu-
merical methods and new developments in computing have made
it possible to combine these new data sets with sophisticated tomo-
graphic techniques that model the physics of wave propagation to
a level of detail not possible with analytical methods (e.g. Rawl-
inson et al. 2010; Liu & Gu 2012). For example, the adjoint-state
method allows for the direct computation of the gradient of an ob-
jective function, saving time on the numerical calculation of Fréchet
derivatives (e.g. Plessix 2006). Although formulated in the 1970s
(e.g. Chavent 1974) and introduced to geophysics in the 1980s (e.g.
Tarantola 1984), it was not until recently that the method started

gaining traction in the seismic tomography community (e.g. Tromp
et al. 2005; Fichtner et al. 2006) with the advent of efficient parallel
waveform simulations (e.g. Komatitsch et al. 2002; Fichtner et al.
2009).

However, full waveform inversion methods typically require ac-
cess to high-performance computing resources. A recent global ad-
joint tomography study by Bozdağ et al. (2016) cited the use of 18
000 graphics processing units (GPUs) on the Oak Ridge Leadership
Computing Facility Cray ‘Titan’ system. Such a significant compu-
tational effort may even involve challenges in achieving reasonable
I/O throughput, necessitating the invention of new data formats and
management strategies (e.g. Krischer et al. 2016; Lefebvre et al.
2017). Lei et al. (2020) extended the work of Bozdağ et al. (2016)
by expanding the number of events from 253 to 1480 earthquakes,
and they write that each iteration of their nonlinear optimization
algorithm generates ‘a few Petabytes of wavefield files.’ These are
impressive achievements pushing the boundaries of the field of
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seismic tomography, but these kinds of numerical simulations at
large supercomputing facilities may be out of reach for seismol-
ogists with limited computational resources. On the other hand,
standard workstation GPU devices with thousands of cores con-
tinue to be developed, and careful extension of CPU algorithms can
obtain significant increases in computational speed using just a sin-
gle GPU device (e.g. Komatitsch et al. 2010), making it feasible to
perform small-scale regional simulations. However, full waveform
inversions are still dependent on an initial model to avoid the risk
of converging to a local minimum (e.g. Chen et al. 2012; Bozdağ
et al. 2016; Simutė et al. 2016; Tao et al. 2018). Therefore, there
is a need to develop inversion methods that can feasibly run on
regular hardware and generate solutions that can be used for further
analysis.

The most popular and well-known method for forward calcula-
tions in seismic tomography is ray theory. Known for its simplicity
and computational efficiency, a reference model is used to calculate
the path and arrival time of a body wave in the case of traveltime
tomography (e.g. Crotwell et al. 1999). With publicly available
catalogues of earthquake locations, focal mechanisms, and phase
arrivals (e.g. Willemann & Storchak 2001; Ekström et al. 2012;
Storchak et al. 2013), researchers have been able to construct in-
creasingly detailed images of the Earth’s mantle from measure-
ments of P- and S-wave traveltimes (e.g. Inoue et al. 1990; Grand
et al. 1997; van der Hilst et al. 1997; Bijwaard et al. 1998; Zhao
2004; Burdick et al. 2008). Complementary to body wave ray the-
ory techniques are multimode waveform methods that use normal
mode summation to create and compare synthetic waveforms with
seismic records. By relating variations in the phases of surface and
higher mode waveforms to averaged structural perturbations along a
ray path, researchers have mapped the Earth’s mantle in continental-
scale (e.g. van der Lee & Nolet 1997; Lebedev & Nolet 2003; Maggi
& Priestley 2005; Bedle & van der Lee 2009; Manaman et al. 2011)
and global studies (e.g. Kustowski et al. 2008; Lebedev & van der
Hilst 2008; Ho et al. 2016; Priestley et al. 2021).

In order to take advantage of the increasing number of high-
quality broad-band seismic data, automated algorithms are becom-
ing increasingly important. For example, while early studies per-
formed manual analysis of ∼103 seismograms (e.g. van der Lee &
Nolet 1997), studies now automatically analyse ∼106 seismograms
(e.g. Schaeffer & Lebedev 2014), which would require significant
time investments by multiple researchers in a manual study. De-
bayle (1999) automated the method of Cara & Lévêque (1987) to
image the βV structure of the upper mantle beneath Australia us-
ing 668 Rayleigh waveforms. Debayle & Ricard (2012) and Ho
et al. (2016) later extended the method to image global βV and βH

structure by inverting hundreds of thousands of Rayleigh and Love
waveforms based on an initial 3-D reference model. Debayle et al.
(2016) presented a model of azimuthally anisotropic βV from an
automated inversion of over 1.3 million Rayleigh waves, and now
the model is continuously being updated as more waveforms are
recorded. Lebedev & Nolet (2003) introduced an automated multi-
mode inversion (AMI) method based on the partitioned waveform
inversion (PWI) method (Nolet 1990), and later expanded AMI to
include azimuthal anisotropy variations, P-velocity variations, and
a reference 3-D model (Lebedev et al. 2005; Lebedev & van der
Hilst 2008; Schaeffer & Lebedev 2013). Lebedev & van der Hilst
(2008) and Schaeffer & Lebedev (2013) performed extensive test-
ing of the AMI method using synthetic waveforms generated by the
spectral element method (e.g. Komatitsch et al. 2002) and verified
that the ray theory approximation is valid for the data set and sizes
of heterogeneities considered.

In this study, we present a new waveform inversion algorithm
based on PWI. Our method is also inspired by the AMI method of
Lebedev et al. (2005), but differs from it in several aspects. First,
whenever possible, we simultaneously fit three-component wave-
forms in order to better constrain path-averaged radial anisotropy,
while AMI has focused on the vertical component (e.g. Schaeffer
et al. 2016). Second, our fitting algorithm is composed of two steps
where the fundamental mode is extracted and fit first to create an
initial model for the subsequent step, in which the full synthetic
mode sum is fit. Splitting the algorithm in this way can be helpful
in avoiding cycle skipping. Third, we adopt a novel strategy to esti-
mate the uncertainty in the linear path constraints that result from a
successful waveform fit. Finally, our method can be easily applied to
any 3-D reference model from which 1-D profiles can be extracted.
The method is able to produce linearly independent constraints for a
radially anisotropic Earth model that can be inverted either alone or
as part of a joint inversion of various complementary data sets. For
example, resolution testing by Chang et al. (2010) showed higher
resolving power down to 1400 km depth by jointly inverting tele-
seismic arrival times, Rayleigh wave group velocities, and regional
waveform fits than when inverting each data set separately. Joint
inversions of millions of complementary data are computationally
efficient and are now routinely performed (e.g. Feng et al. 2007;
Kustowski et al. 2008; Schmid et al. 2008; Feng et al. 2010; Chang
& van der Lee 2011; Ritsema et al. 2011; Auer et al. 2014; Chang
et al. 2015), and, with denser data coverage, may approach the ac-
curacy found in finite-frequency tomography (e.g. Sieminski et al.
2004; van der Lee & Frederiksen 2005; Boschi 2006).

Studies of seismic anisotropy can be helpful in determining the
state of deformation in the crust and mantle, which can indicate
present-day flow or past tectonic episodes. Here we focus on radial
anisotropy, which can occur in layered isotropic media, anisotropic
media, or any system displaying hexagonal symmetry (Anderson
1961). Such a medium will lead to an apparent discrepancy be-
tween observations of Rayleigh waves, which are mainly sensitive
to perturbations in βV, and Love waves, which are sensitive to vari-
ations in βH. Efforts to resolve the discrepancy led to the incorpora-
tion of radial anisotropy in the Preliminary Reference Earth Model
(PREM; Dziewoński & Anderson 1981), which remains one of the
most widely used reference 1-D Earth models. Numerous studies
around the globe have shown that isotropic models are unable to
simultaneously fit Rayleigh and Love surface wave data, and radial
anisotropy has been invoked and interpreted as evidence of current
lower crustal flow (e.g. Shapiro et al. 2004), past crustal extension
(e.g. Guo et al. 2016; Ai et al. 2020), ancient cratonic deformation
(e.g. Priestley et al. 2021), and present asthenospheric flow (e.g.
Panning & Romanowicz 2006).

However, while models of isotropic VS structure largely agree
(e.g. Lekić & Romanowicz 2011; Lekić et al. 2012), models of
radial anisotropy show little coherency (e.g. Chang et al. 2014).
Therefore, the primary motivation and focus of this study is to
provide an automatic method that is able to retrieve additional con-
straints for radial anisotropy by simultaneously fitting multicompo-
nent seismic waveforms, and the main benefit of the constraints is
expected to be in regional-scale joint inversion studies (e.g. Schmid
et al. 2008; Chang et al. 2010). In the following, we first give a
short overview of the ray theory approximations we use. Then, we
provide an explanation of our automatic algorithm. We apply our
method to three-component S and surface waves recorded by seis-
mic networks in the East Sea (Sea of Japan) region and show that the
resulting model can achieve performance similar to other regional
tomography studies.
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2 M E T H O D O L O G Y

2.1 Background

We model displacement seismograms using the JWKB (after Jef-
freys, Wentzel, Kramers and Brillouin) approximation (ray theory)
as

u(ω) =
∑

n

An(ω) exp

{
i

∫
�

kn(s; ω) ds

}
, (1)

where the sum is over all modes n along a great-circle minor arc
from the source to the receiver. An(ω) is a complex term that includes
receiver and source effects as well as attenuation effects due to geo-
metric spreading and attenuation structure along the path. The path
integral is done along the minor arc with � being the arc length and
s representing a latitude, longitude position on the arc. We calculate
source effects using moment tensor solutions from the Global Cen-
troid Moment Tensor (CMT) catalogue (Ekström et al. 2012). We
assume that most of the change in the seismogram comes from struc-
tural effects, so that kn(s; ω) = k0

n(s; ω) + δkn(s; ω), where k0
n(s; ω)

is a local wavenumber found by solving the normal modes problem
for a 1-D Earth with the same structure as a 1-D profile under the
point s in a 3-D reference model m0(s, r ). The second term, δkn(s;
ω), is a perturbation to the local wavenumber due to first-order dif-
ferences between the true Earth and the reference model. Fractional
variations in the local wavenumbers, δkn(s; ω)/k0

n(s; ω), can be rep-
resented as depth integrals of the associated fractional variations
in the structural parameters, δmi (s, r )/m0

i (s, r ), weighted by local
sensitivity kernels Kni(s, r; ω),

δkn(s; ω)

k0
n(s; ω)

=
∫ a

0

∑
i

Kni (s, r ; ω)
δmi (s, r )

m0
i (s, r )

dr, (2)

where a is the radius of the Earth, and i = 1, 2, 3,..., N indexes
the model parameters. For example, i = 1 could reference βV,
i = 2 could reference βH, etc., depending on the chosen model
parametrization. Combining eq. (2) with the path integral in eq. (1)
yields∫

�

kn(s; ω)ds =
∫

�

∫ a

0
k0

n(s; ω)

[
1 + Kni (s, r ; ω)

δmi (s, r )

m0
i (s, r )

]
drds.

(3)

Given m0(s, r ), the first term on the right-hand side of eq. (3) can be
separately calculated to give a reference path-averaged wavenumber
k0

n(ω). Next, we follow Nolet (1990) and make the assumption that
these model differences can be adequately described by a 1-D path-
average, defined as

δ ln mi (r ) = 1

�

∫
�

mi (s, r ) − m0
i (s, r )

m0
i (s, r )

ds, (4)

where m(s, r ) is the true Earth model, and δm(s, r ) = m(s, r ) −
m0(s, r ). We then expand the path-averaged structural variations
onto radial basis functions hj(r),

δ ln mi (r )

σi
=

∑
j

γi j h j (r ), (5)

where γ ij are the radial basis function coefficients, j = 1,..., M
and M is the total number of depth knots defined at rj. Here, we
follow the method of van der Lee & Nolet (1997), and incorporate
a priori estimates of the model parameter standard deviations σ i.
Typical choices for the hj(r) are cubic (e.g. Mégnin & Romanowicz
2000) or linear splines (e.g. van der Lee & Nolet 1997; Schaeffer &

Lebedev 2013). In this study, we use triangular linear splines with
more details given in Section 2.2. The basis function expansion
allows eq. (3) to now be expressed as∫

�

kn(s; ω)ds = k0
n(ω)� +

∑
i

∑
j

γi j

×
∫

�

∫ a

0
k0

n(s; ω)σiKni (s, r ; ω)h j (r )drds. (6)

In the original PWI method, Nolet (1990) suggested the use of
different 1-D reference models for each path, which would greatly
simplify the preceding expressions and reduce the amount of com-
putation time since the wavenumbers and sensitivity kernels would
only have to be calculated once per path. However, as noted by
Lebedev & van der Hilst (2008), the choice of a representative 1-D
model is not straightforward, particularly if the structure along the
path is known to vary significantly. Furthermore, a 1-D reference
model with the same sensitivity kernels as a path-average kernel
calculated through a 3-D reference model is not guaranteed to exist.
With the computational advances made since the study of Nolet
(1990), however, solving the normal modes problem for a set of
arbitrary 1-D profiles extracted from a 3-D reference model along
a ray path is fairly straightforward.

The implementation of Lebedev & van der Hilst (2008) and Scha-
effer & Lebedev (2013) relies on pre-calculating Kni (s, r ; ω) for a
subset of representative models extracted from their 3-D reference
model, which consists of smoothed version of CRUST2.0 (Bassin
et al. 2000) overlying AK135 (Kennett et al. 1995). This allows
for the rapid calculation of the second term in eq. (6) on a fine
integration grid for any source–receiver path. In order to keep our
method more general and applicable to any 3-D reference model,
we calculate the second term in eq. (6) by discretizing the ray path
into a series of points and extracting a 1-D profile from m0(s, r )
for each point. Details on the 3-D reference model used in this
study are given in Section 2.3, but we note that any pre-existing
3-D model can be used to calculate synthetic seismograms as long
as 1-D profiles can be extracted from it. Next, we calculate the lo-
cal wavenumbers and sensitivity kernels for each point and project
them onto the radial basis functions by first calculating the integral
over depth. In practical terms, calculating the depth integral first
avoids problems with varying crustal discontinuities along the ray
path since the depth integration can be done piecewise, and the re-
sult is set of M × N scalar values for each point s. The integration
over the ray path can now proceed trivially, and the double integral
in eq. (6) can be collapsed into a matrix Kni j (ω) that represents a
path-average sensitivity kernel. Thus, the path integral in eq. (1) can
be expressed as∫

�

kn(s; ω)ds = k0
n(ω)� +

∑
i

∑
j

γi jKni j (ω). (7)

We will mention here that although we use the great-circle approx-
imation in this study, the method can be extended to full ray theory
by incorporating surface wave ray tracing through the reference
model. The form of eq. (7) would remain unchanged, but the path
integrals would depend on the ray paths for each mode and fre-
quency considered. As a final practical note, we calculate the local
modes using a heavily modified form of the surface wave codes of
Nolet (2008), which are based on many of the original routines in
the normal modes solver MINEOS (Woodhouse 1988).

Having derived a relationship between 1-D path-average model
variations with respect to a 3-D reference model and a displacement
seismogram, we will now detail a method to find an optimal set of
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radial basis function coefficients γ ij that minimizes the difference
between a recorded and synthetic seismogram. First, we describe
our 3-D model parametrization in Section 2.2 and the 3-D reference
model in Section 2.3. Then, the definition of the waveform misfit and
the general nonlinear optimization procedure for a three-component
seismic waveform is given in Section 2.4. To facilitate automatic
waveform fitting, we develop an algorithm that is split into two
parts: (1) fundamental mode extraction, windowing, and fitting and
(2) full synthetic waveform windowing and fitting. By attempting
to fit the fundamental mode first, we can find an initial set of path
average model perturbations that explain a significant portion of the
waveform misfit. The fundamental mode portion of the algorithm
is explained in Section 2.5. In the second portion, the model found
by fitting the fundamental mode is used as a starting point to fit the
full waveform sum. In this study, the mode sum contains modes n =
0, 1, 2,..., 20, which should be sufficient to reconstruct body wave
phases such as S and S-wave multiples that result from higher mode
interference. The initial perturbations (i.e. the γ ij) used in this stage
may also be zero if the fundamental mode is not sufficiently excited,
as in the case of deep events. The full synthetic waveform fitting
is described in Section 2.6. In Section 2.7 we give a description
of how the linear constraints and their uncertainties are calculated
following a successful nonlinear waveform fit. Finally, in Section 2.8
we describe how the set of linearly independent path constraints are
gathered in order to perform a large linear inversion for 3-D model
perturbations with respect to the reference model.

2.2 3-D Model parametrization

In this study, we focus on a radially anisotropic medium with a
vertical symmetry axis. Such a medium can be defined by the density
ρ and the five Love parameters C = ρα2

V , A = ρα2
H , L = ρβ2

V ,
N = ρβ2

H and F = ηρ(α2
H − 2β2

V ) (Love 1927; Takeuchi & Saito
1972). The first two parameters, C and A, are related to vertically
and horizontally propagating compressional waves. The next two
parameters, L and N, give the speeds of vertically and horizontally
polarized shear waves travelling in a horizontal direction. The final
parameter, F, is related to the speeds of body waves travelling in
intermediate directions via the parameter η. Here, we parametrize
our model by defining the isotropic shear wave speed and shear
wave anisotropy as follows:

V 2
S = 1

2

(
β2

V + β2
H

) = 1

2
(L + N ), (8)

ζS = β2
H − β2

V

2V 2
S

= N − L

L + N
. (9)

Our sensitivity kernels were derived under the assumption that a
model perturbation will produce the same shift in eigenfrequency
for any parametrization (e.g. Panning & Romanowicz 2006), and so
in this study we freely convert our results to different parametriza-
tions. In order to make comparisons with other studies, we convert

our model results to Voigt averaged vS =
√

(2β2
V + β2

H )/3 and the

traditional anisotropy parameter ξ = (βH/βV)2 when displaying to-
mographic images.

Previous studies have found that while surface waves are sensitive
to variations in ρ and VP, surface wave data alone are not enough to
resolve them. For example, Tanimoto (1991) conducted a waveform
inversion of long-period data and concluded that VS variations are
not strongly affected by the inclusion of ρ variations and that the
resolution of ρ anomalies was low. Therefore, in this study we cou-
ple variations in density and isotropic P-wave velocity to variations

in isotropic S-wave velocity via Anderson et al. (1968)

d ln ρ

d ln VS
= 0.4, (10)

and Robertson & Woodhouse (1995)

d ln VP

d ln VS
= 0.5. (11)

The sensitivities of the surface waves to other parameters and
azimuthal anisotropy are ignored in this study. A study of the ef-
fects of including prior constraints for η and P-wave anisotropy
was conducted by Beghein (2010), and they found that the patterns
of upper mantle radial anisotropy were not strongly affected, but
the amplitudes had larger uncertainties when prior constraints were
not included. A study by Panning & Romanowicz (2006) tested
the results of different scaling factors for the anisotropy and also
performed a test where η, ξ , and P-wave anisotropy were simulta-
neously inverted. They found good agreement among all resulting
ξ models, except for the region around the 670-km discontinuity
where large trade-offs may exist. Since not much is known about
η structure in the Earth, we will neglect η in this study but we
will note that its effect on Rayleigh waves can potentially mask
radial anisotropy. We discuss potential biases from ignoring P-wave
anisotropy in Section 3.2.

Unaccounted for azimuthal anisotropy also has the potential to
bias the results (e.g. Ekström & Dziewonski 1998; Ekström 2011;
Auer et al. 2014), especially in regions where large anisotropy may
exist in thin lithosphere (e.g. Lloyd & van der Lee 2008). However,
sufficient waveform coverage may cause the effects of the azimuthal
anisotropy to be averaged out (Montagner & Nataf 1988). Further
discussion is given in Section 4.3.

The 3-D model perturbations are parametrized on nested shell
grids and the node locations are determined using the spherical
tessellation method of Wang & Dahlen (1995). The shell grid is the
same as that used by Witek et al. (2021) in order to facilitate future
joint inversions, and here we give a brief description. The centre
of the grid is placed at 37.5◦N, 110.5◦E and extends 50◦ in all
directions. The node spacing is approximately 50 km on average at
the surface. The model parameters are expanded onto linear triangle
basis functions in the radial direction, with half triangles used for
the first and last depth nodes. There are 27 depth nodes located at
0, 5, 10, 20, 35, 55, 75, 95, 120, 145, 170, 200, 230, 260, 290, 320,
350, 380, 410, 450, 490, 530, 610, 660, 720, 780 and 950 km depth.
The model parameters are expanded onto the 3-D grid using

mi (r, θ, φ) =
∑

j,k

μi jk f j (θ, φ)hk(r ), (12)

where the summation is done over the grid nodes j and depths
k. The fj(θ , φ) are local spline coefficients derived through linear
interpolation of the model in the lateral direction (van der Lee &
Nolet 1997). The radial basis functions are represented by hk(r),
and we are solving for the basis function coefficients μijk. Here,
mi = 1 represents fractional perturbations to VS with respect to the
reference 3-D model, and mi = 2 are ζ perturbations also with respect
to the reference 3-D model. Additionally, we include perturbations
to the Moho depth, which are expanded on a single lateral grid
identical to the one described above. The Moho perturbations are
treated in a similar manner as shown by van der Lee & Nolet (1997),
but these are mainly included to limit crustal structure from leaking
into the upper mantle (e.g. Chang et al. 2015).
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2.3 Reference 3-D model

Typical studies of the upper mantle employ ‘crustal corrections’
to mitigate the nonlinear effect of the crust on seismic waveforms
(e.g. Levshin & Ratnikova 1984; Woodhouse & Dziewonski 1984;
Marone & Romanowicz 2007; Lekić et al. 2010; Panning et al.
2010). However, Bozdağ & Tampert (2008) found that improper
crustal corrections can strongly bias upper mantle models of ra-
dial anisotropy, and suggested inverting for both crustal and mantle
perturbations starting from a good 3-D reference model. Ferreira
et al. (2010) studied the effects of different reference crustal models
and found substantial differences in upper mantle radial anisotropy,
suggesting that data able to resolve crustal structure should be in-
cluded. Chang & Ferreira (2017) found that including short-period
(<20 s) group velocity data in a joint inversion for global radially
anisotropic mantle structure and crustal thickness helps to constrain
thin oceanic crust and limits the effects of mantle structure contam-
ination by unmodelled crustal effects.

Therefore, in this study we construct local sensitivity kernels
with respect to a reference 3-D model to include crustal nonlinear-
ity in our predicted waveforms, and we simultaneously invert for
crustal and mantle perturbations using waveforms containing short
periods (10 s for body waves, 16 s for the fundamental mode). The
reference model is the same as that used in Witek et al. (2021). We
use the CRUST1.0 model for the crust, which is a 1◦ × 1◦ block
model, each block having a unique eight-layer profile defined by
VP, VS, and ρ (Laske et al. 2013). We assign the profiles to the
centre of each block and use bilinear interpolation laterally in order
to create a smoother reference model without significant vertical
discontinuities. We use the AK135 model of Kennett et al. (1995)
below the Moho. The sub-Moho model parameters in CRUST1.0
are taken from a modified version of the LLNL-G3Dv3 model (Sim-
mons et al. 2012), which may cause undesirable ‘spikes’ if those
parameters differ significantly from AK135. Therefore, we linearly
interpolate model values from just below the Moho to 120 km depth
in AK135.

2.4 Waveform misfit and nonlinear optimization

Given an observed record d(t), we solve for the γ ij in eq. (7) using
a nonlinear optimization method. We minimize a misfit function
defined as

F(γ ) =

⎧⎪⎨
⎪⎩

1
NL

∑
i FL

i (γ ) NR = 0, NL > 0
1

NR

∑
i FR

i (γ ) NR > 0, NL = 0,

1
2NL

∑
i FL

i (γ ) + 1
2NR

∑
i FR

i (γ ) NR > 0, NL > 0,

(13)

where the subscripts and superscripts L and R refer to Love and
Rayleigh waves, respectively, NL is the number of Love wave win-
dows and NR is the number of Rayleigh wave windows. The mis-
fit may include either Rayleigh information, Love information or
both depending on various factors (see Sections 2.5 and 2.6), so
we attempt to equalize the contributions from the vertical and ra-
dial components, which carry Rayleigh wave information, and the
transverse component, which carries Love wave information.

The observed waveform is separated into various time-frequency
windows, so that the Fi (γ ) are misfits for each window defined as

Fi (γ ) =
∫

ti
wi (t)

[
d(t) − u(γ , t)

]2
dt∫

ti
wi (t)d2(t)dt

. (14)

Each time-frequency window is a bandpass filtered and time-
windowed portion of a single component of the recorded or synthetic
waveform that may contain the fundamental mode, higher modes,
or both. The creation of the windows is discussed in Sections 2.5
and 2.6.

In each time-frequency window, the data and the synthetic are
normalized by the energy of the signal inside the ith window,

d(t) ← d(t)√∫
ti

d2(t)dt
, u(γ , t) ← u(γ , t)√∫

ti
u2(t)dt

. (15)

This has the effect of making the misfits depend more on the wave-
form phase mismatch rather than the duration of the time window
and removes sensitivity to amplitude differences resulting from un-
certainties in attenuation structure or the source mechanism. To
downweight the influence of large amplitude wave groups within a
window, a weighting function wi(t) is introduced which weights the
data by the inverse of the envelope, ei(t),

wi (t) = 1

ei (t) + ε · max ei (t)
, (16)

where ε is a small number <1 to prevent division by zero. We then
normalize wi(t) such that

∫
wi(t)dt = 1.

Depending on which time-frequency windows are added to the
misfit equation, the fitting procedure may not be able to constrain all
basis function coefficients, and we therefore regularize the inversion
by imposing two additional constraints to the misfit equation. We pe-
nalize the norm of the basis function coefficients, i.e. 1

M N

∑
i j γ 2

i j ,
in order to reduce the magnitude of γ ij in cases where the data
has no sensitivity. The factor of 1/MN normalizes the norm to one
standard deviation in the model parameters. We also penalize the
norm of simple first-order differences between adjacent γ ij, that is∑

i

∑M−1
j=1

(
γi j − γi( j+1)

)2
, which effectively removes sharp gradi-

ents from the path-average model result unless required by the data.
The total misfit function is therefore

Ftotal(γ ) = F(γ ) + λ2
D

M N

∑
i

∑
j

γ 2
i j + λ2

F

∑
i

M−1∑
j=1

(
γi j − γi( j+1)

)2
,

(17)

where λD and λF control the strength of the regularization for the
model norm damping and first-order difference norm damping (flat-
tening), respectively. To select appropriate values, we first set λF =
0 and we empirically choose a value for λD through trial and error
by visually inspecting the path-average model results and select-
ing the value which gives the smallest coefficient norm that does
not increase the waveform misfit significantly. Our experience has
shown that one value is sufficient for a given data set, and in this
study we set λD = 1.5 for all waveform inversions. After selecting
λD, we set the value for λF after a similar process to be one-fourth
of λD. Although we found these values in a rather arbitrary fashion
to reduce computation time, this could be improved in the future
by applying a more rigorous method that automatically balances
the trade-off between the coefficient norm and waveform misfit for
each individual waveform inversion.

Nonlinear optimization of eq. (17) is performed using the quasi-
Newton Broyden–Fletcher–Goldfarb–Shanno (BFGS) method (No-
cedal & Wright 2006). Modrak & Tromp (2016) extensively tested
a large-scale limited-memory version of the BFGS algorithm in a
series of geophysical inversions and it was found to provide better
performance over nonlinear conjugate gradient methods, which is
similar to our experience.
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2.5 Fundamental mode extraction, automatic windowing
and fitting

In the first stage of waveform fitting, we attempt to fit only the
fundamental mode Rayleigh and Love surface waves. Whether or
not time-frequency windows will be created for all three waveform
components depends on the radiation pattern of the seismic source
and the quality of the data. The process described below is applied
to each component separately, and at the end all windows that were
created are gathered and the nonlinear optimization is applied.

2.5.1 Phase-matched filtering

The fundamental mode is extracted from the data in a series of op-
erations that constitutes what we will refer to as a phase-matched
filter. Dziewoński et al. (1972) may have been the first to apply
the technique to the study of surface waves, although they termed
the method ‘residual dispersion measurement’. Herrin & Goforth
(1977) and Goforth & Herrin (1979) later applied phase-matched
filters to the study of Rayleigh and Love waves, respectively, and
they show through an iterative procedure that a phase-matched filter
is able to retrieve fundamental mode surface waves in the presence
of severe multipathing. The phase-matched filter technique has since
been modified and incorporated into regular surface wave analysis
(e.g. Russell et al. 1988; Levshin et al. 1989). For example, Ekström
et al. (1997) applied phase-matched filtering to measure fundamen-
tal mode phase delays, and Levshin & Ritzwoller (2001) created an
automated method to detect regional surface waves by constructing
phase-matched filters from global maps of group velocity disper-
sion. Bensen et al. (2007) apply phase-matched filtering to increase
the quality of group velocity dispersion curves measured from seis-
mic ambient noise.

In our application, we use a reference 3-D model and information
about the source from a published CMT solution (Ekström et al.
2012) to construct the spectrum of a synthetic reference fundamental

mode waveform P(ω) = exp
{
i
[
k0

0(ω)� + φs(ω)
]}

, where � is the

epicentral distance, k0
0(ω) is the path-averaged fundamental mode

wavenumber calculated from the 3-D reference model, and φs(ω) is
the source phase calculated from the CMT solution. The next step in
the phase-matched filter is to multiply the spectrum of the observed
waveform by P(ω). Theoretically, this operation should ‘collapse’
the fundamental mode signal into a large amplitude delta function

pulse in the time domain. However, since k0
0(ω) will generally differ

from the true wavenumber, the result is a short-duration signal.
Any other signal not matching the dispersion characteristics of the
fundamental mode will appear as noise.

Therefore, we calculate the envelope of the collapsed waveform,
smooth it by using an 11-point moving average, and assume that the
largest amplitude is the fundamental mode. Next, we apply a Gaus-
sian window to the collapsed waveform centred on the maximum
envelope value. The width of the Gaussian window is defined by
finding where the envelope drops below the rms value of a 500 s
region around the envelope maximum. The fundamental mode sur-
face wave is finally extracted by multiplying the windowed collapsed
waveform with the complex conjugate of P(ω). This process results
in a signal where it is algorithmically simple to identify the fun-
damental mode and nearly guarantees that, at the very least, path
model constraints from the fundamental mode will be retrieved.
However, it is possible that higher-mode interference can subtly
alter the extracted signal (e.g. Hariharan et al. 2022). Large ampli-
tude noise may also be mistaken as the fundamental mode signal,

so some pre-processing must be done to ensure that the data has
high enough signal quality before automatic fitting. For example,
a simple method may be to bandpass filter the observed waveform
such that the signal-to-noise ratio (SNR) rises to a sufficient level
(e.g. see Section 4.1).

An example of phase-matched filtering is shown in Fig. 1. We
calculate a synthetic transverse component waveform for a right-
lateral strike-slip focal mechanism located at 30 km depth with a
strike of 0◦N. The receiver location is 16◦ to the west at an azimuth
of 90◦, which is a maximum of the Love wave fundamental mode
radiation pattern. We used a modified PREM where we placed a
+5 per cent Voigt VS anomaly between the Moho and 74.4 km
depth, or 50 km in thickness. Relative to PREM, this speeds up the
Love wave fundamental mode group velocity to make it completely
overlap the overtone group velocities between roughly 40–100 s
period. To create the phase-matched filter, we use the unmodified
PREM.

Fig. 1(a) shows the results for a noise-free waveform. Since the
models used to create the phase-matched filter and the waveforms
are different, the collapsed waveform shows some dispersion, but
the extracted waveform closely matches the predicted waveform for
the modified PREM. In Fig. 1(b), we add ground noise recorded
at station IU.INCN on Oct. 8, 2021 to the synthetic waveform in
Fig. 1(a). To demonstrate the ability of the phase-matched filter to
extract the fundamental mode, we amplified the noise such that the
SNR was ∼5. The extracted waveform also matches the predicted
fundamental mode well, but small amplitude variations are visible
due to noise. In Fig. 1(c), we add an interfering Love wave funda-
mental mode that travelled 17.5◦ along the same source–receiver
path. This second fundamental mode arrival is visible in the col-
lapsed waveform appearing with similar shape as the first arrival
but with a smaller amplitude. Due to sufficient separation in time,
the extracted waveform again matches the predicted fundamental
mode. However, if interfering waves significantly overlap in time,
the phase-matched filter is unable to resolve the desired fundamental
mode.

2.5.2 Fundamental mode window creation and fitting

After extracting the fundamental mode, we next attempt to select a
minimum fitting frequency that defines a set of overlapping Gaus-
sian bandpass filters, G(f) = exp { − α((f − f0)/f0)2}. Here, f0 is
the centre frequency of the filter, and α is a filter parameter chosen
so that a filtered seismogram recorded at regional distances <50◦

from the source will contain distinct wave groups (e.g. Lebedev
et al. 2005). Time resolution trades off with the filter widths, and
larger values for α will decrease the filter width and therefore create
longer duration signals. After some trial and error, we found that
the value for α does not need to be set with particular accuracy (e.g.
Dziewoński et al. 1972; Levshin et al. 1989), and for this study it
was sufficient to set a constant value of α = 12.5. In the follow-
ing, we will take filtering to mean the application of the Gaussian
bandpass filter G(f).

Since our eigenfunction calculations neglect the effects of grav-
ity, we begin by setting an absolute minimum frequency of 3.33
mHz. Then, using the path-averaged reference phase velocity curve
from the 3-D reference model, we find the lowest frequency such
that at least three wavelengths fit between the source and receiver
to enforce the far-field approximation. Next, we perform a series
of quality control checks. We check the radiation pattern and avoid
frequencies where the amplitude at the station azimuth drops below

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/232/2/1311/6758510 by guest on 08 M

arch 2023



Radially anisotropic partitioned waveform inversion 1317

−10000

−5000

0

5000

10000
D

is
pl

ac
em

en
t (

nm
) (a)

−10000

0

10000

D
is

pl
ac

em
en

t (
nm

)

−10000

−5000

0

5000

10000

D
is

pl
ac

em
en

t (
nm

)

300 400 500 600
Time (s)

(b)

300 400 500 600
Time (s)

(c)

Collapsed Waveform
Windowed Waveform

300 400 500 600
Time (s)

Original Data
Predicted Overtone Sum
Predicted Fundamental
Extracted Fundamental

Figure 1. Three examples illustrating the phase-matched filtering process. Top row: original data. Middle row: collapsed waveforms in black after applying a
phase-matched filter. The windowed waveform is shown in red after a Gaussian window is applied with a width shown by the vertical grey bars. Bottom row:
extracted fundamental mode waveforms and comparison with the original data and predicted waveforms. Column (a) shows phase-matched filtering applied to
a noise-free synthetic transverse component waveform calculated for a right-lateral strike-slip event at a depth of 30 km and a strike of 0◦N. The model used
was PREM with a 50 km thick +5 per cent Voigt VS anomaly placed between 24.4 and 74.4 km depth, chosen so that the fundamental mode would overlap
with the overtones. The epicentral distance between the source and receiver was 16◦. Column (b) shows phase-matched filtering applied to the waveform in
(a), but with real ground noise added. Column (c) shows phase-matched filtering applied to the waveform in (b), but an interfering Love wave fundamental
mode is added. The interfering wave was calculated using the same source, model and take-off azimuth, but an epicentral distance of 17.5◦ was used.

50 per cent of the maximum (e.g. van der Lee et al. 2001; Rösler
& van der Lee 2020). This criterion helps to avoid fitting scattered
waves which are strongly sensitive to structure off the great-circle
path (e.g. Meier et al. 1997; Lebedev et al. 2005) and near the
source (e.g. van der Lee 1998). Stationary noise that is present in
the observed waveform may be extracted along with the fundamen-
tal mode signal. To make sure that the extracted waveform is not
significantly affected by noise (e.g. Fig. 1b), we check that the SNR
is at least 10. We define the SNR as the ratio of the maximum am-
plitude of the filtered signal envelope to the rms of the pre-P-wave
noise in the filtered original data. As a guard against a failed fun-
damental mode extraction, we check whether the arrival time of the
filtered envelope maximum is within 20 per cent of the reference
fundamental mode group arrival time. If any of these three checks
fails, the minimum frequency is incremented a small amount and
the process is repeated until a suitable minimum frequency is found.
An upper limit is set on the minimum frequency by requiring that
there are at most 12 wavelengths between the source and receiver,
which prevents the phase from accumulating excessively and caus-
ing a cycle skip (Lebedev et al. 2005). If this limit is crossed, the
waveform component under consideration will be discarded from
the fundamental mode fit.

After the minimum frequency is found, the rest of the centre
frequencies are calculated by requiring that the Gaussian filter for
the subsequent centre frequency overlaps at 90 per cent of the filter
amplitude. The maximum fundamental mode fitting frequency is
set to 62.5 mHz. For each Gaussian filter, we calculate ‘left’ and

‘right’ frequency limits where the amplitude of the filter falls below
30 per cent of the maximum. If the ‘left’ limit is less than 3.33 mHz,
that filter is removed. Likewise, if the ‘right’ limit is above 62.5 mHz,
the filter is also removed. This step ensures that the frequency
content of the signal energy being fit remains mostly within the
minimum and maximum frequency limits.

The last step is to filter and window the extracted fundamental
mode signal. Since the extracted signal usually only contains a single
wave group, the waveforms can be windowed using a relatively
simple algorithm. We first find the arrival time of the maximum
envelope amplitude, and then we define the window boundaries to
be where the envelope drops to a fourth of the maximum value. For
each filtered window, we check the radiation pattern, the SNR, and
the group arrival times as before. Additionally, we check that the
amplitude ratio in each window between the synthetic and extracted
fundamental modes is less than five, since errors in the published
moment tensor solutions or unaccounted attenuation structure may
result in significant differences in amplitude. A window failing any
of these checks is removed. After defining all time windows, we
collect the created windows for each waveform component. The
nonlinear waveform fitting then proceeds starting with the lowest
frequency window. After a successful fit, the next highest frequency
is added to the global misfit function Ftotal (i.e. eq. (17)) until all
fundamental mode windows are fit. An example three-component
waveform fit is shown in Fig. 2 between station KS.DAG2 and
an Mw 6.1 event occurring at 23:46:44 UTC on 28 August 2019.
The initial model in this case produces a Rayleigh wave that is
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Figure 2. An example three-component fundamental waveform fit between station KS.DAG2 and an Mw 6.1 event occurring at 23:46:44 UTC on 28 August
2019. Top row shows the data in black, the initial waveform as a grey dashed line, and the final waveform in red for each component. The map in the upper right
show the locations of the event (red star) and station KS.DAG2 (yellow triangle). Below, the time-frequency windows are shown for each component, placed
along the vertical axis according to the centre frequency of the Gaussian bandpass filter. For each time-frequency window, the data shows the fundamental mode
after phase-matched filtering. Black vertical bars indicate the time window boundaries for fitting. The right shows the final path average model perturbations
after fitting all fundamental mode windows. Initial and final misfits are given in the lower right.

slightly too fast compared to the data, while the initial Love wave
fits the data fairly well. This causes the inversion to place a positive
perturbation to radial anisotropy in the uppermost mantle, while a
low VS perturbation is found between 100–200 km depth.

2.6 Full synthetic waveform windowing and fitting

In the second stage of the fitting algorithm, we fit the full synthetic
mode sum. If the fundamental mode fit was successful, then the
resulting model perturbations are used in this stage as an initial
model. We note that although we do not exclude the fundamental

mode from the data or the synthetics (e.g. as in the mode-stripping
technique of van Heijst & Woodhouse (1997)), we reason that by
fitting the fundamental mode in the first stage, the misfit should be
dominated by the overtones in this stage. Likewise, as explained
below, we also expand the fitting frequency of the overtones to
100 mHz, where larger differences in the overtone and fundamental
mode group velocities typically allow the overtones to be completely
separated from the fundamental mode in time. In cases where the
fundamental mode is not excited well, such as for deep events,
the initial perturbations are zero and waveform fitting proceeds as
normal, but steps are taken to avoid fitting windows that may contain
fundamental mode energy. The mode sum contains modes n = 0,

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/232/2/1311/6758510 by guest on 08 M

arch 2023



Radially anisotropic partitioned waveform inversion 1319

1, 2,..., 20 in order to ensure that the S- and multiple S-waves are
sufficiently recreated. Note that this does not imply that all modes
are equally constrained during the waveform fit.

Window selection for the full mode sum includes the same se-
lection criterion for the fundamental mode portion as in the pre-
vious section. The only difference is that here we are not fitting
an extracted waveform from a phase-matched filter, and instead we
directly fit the observed waveform. We will show in our synthetic
testing results that this allows us to fit overtones even when they in-
terfere with the fundamental mode, since any remaining misfit after
fitting the fundamental mode may be explained by the presence of
overtones.

We set the minimum fitting frequency to be the same as that found
for the fundamental mode. If the fundamental mode fitting failed,
for example as in the case of a deep event that does not adequately
excite the fundamental mode, then a minimum fitting frequency
is set as before by requiring that at least three fundamental mode
wavelengths fit between the source and receiver. Subsequent filter
centre frequencies are defined by requiring overlap at 90 per cent
of the Gaussian filter amplitude, as before. However, for the full
synthetic waveform, we allow the maximum fitting frequency to
reach 100 mHz for windows that do not contain the fundamental
mode.

Window selection for a filtered full synthetic broadly works by
finding all envelope maximums, iterating through them, and then
deciding on time window boundaries based on various criteria. To
start the window selection, we set an early time limit to be 10 per cent
before the S-wave arrival time if the distance is less than 35◦, or
10 per cent before the SS-wave arrival otherwise. In this study we
used ak135 to predict body-wave arrival times, but in principle
any model could be used for this purpose. The distance criterion
is to avoid fitting waves that bottom in the lower mantle. If an
envelope maximum within a time window occurs before this early
time limit, it is discarded. We also discard envelope maximums
that are within 5 per cent of the P-wave arrival (which may occur
for shorter regional paths) to avoid fitting P-wave energy since we
neglect P-wave velocity variations in this study. We set a late time
limit to be 20 per cent past the fundamental mode arrival predicted
for the centre frequency of the filter, and we discard any envelope
maximums arriving past this point. With these initial checks, we can
narrow our window search to a smaller set of envelope maximums
that may contain our signals of interest.

Next, we construct time window boundaries around each remain-
ing envelope maximum. We start at each maximum and expand the
time boundaries to earlier and later times until we either hit the early
or late time limits, or the envelope value drops to one fourth of the
current maximum value under consideration. If the time boundary
search cannot find a sufficient decrease in the envelope value and in-
stead passes a greater maximum value, the current maximum value
is updated and the one-fourth threshold is changed to reflect the new
value in the search direction. If the initial fundamental mode fitting
in the previous section failed, then the time window boundary is not
expanded to include the fundamental mode.

Now we perform quality control on the created windows and
merge any overlaps. For windows before the predicted fundamental
mode arrival, we check the radiation pattern for the overtone sum
(i.e. n = 1, 2,..., 20) and discard windows where the radiation pat-
tern amplitude is less than 50 per cent of the maximum. Similarly, if
the window contains the fundamental mode, then we also check the
fundamental mode radiation pattern. Next we check the SNR of the
windows. For windows only containing overtone signals, we check
that the SNR is at least 5. We set this lower than the fundamental

mode SNR check of 10 since the overtones generally have lower
amplitudes. To ensure that an overtone window contains overtone
energy, we check that the synthetic SNR (i.e. the ratio of the syn-
thetic overtone sum envelope maximum within the current window
to the noise rms) is also at least 5. In order to avoid large errors
in the moment tensor solution, we make sure that the amplitude
ratios between the data and the synthetics for each window are not
greater than 5. Finally, all windows are checked for overlaps and
any overlapping windows are merged.

Fitting proceeds in the same way as for the fundamental mode.
Fitting begins at the lowest frequency window, and subsequent win-
dows are added to the total misfit function until all windows are
fit. An example is shown in Fig. 3 for the same event and sta-
tion pair as in Fig. 2. Here, since we use fundamental waveform
fitting result as an initial model, the observed waveform and the
initial synthetic match closely, particularly in the vertical and radial
components. Therefore, additional perturbations to the path average
model appear correlated in VS and ζ in order to fit the overtones and
fundamental mode on the transverse component.

2.7 Linear constraints and uncertainties

One strength of the PWI method over the method of Cara & Lévêque
(1987) and Debayle (1999) is the ability to retrieve uncorrelated lin-
ear constraints (Nolet 1990). After finding an optimal model γ opt

that minimizes Ftotal, the Hessian matrix H of the total misfit can be
diagonalized, i.e. H = S�ST, to give linearly independent combina-
tions of the path average model parameters that are constrained by
the waveform fit. Here, S is the matrix of eigenvectors and � is the
diagonal matrix of eigenvalues, and the linear constraints are given
by η = ST γ opt. In the vicinity of γ opt, the second-order term in the
Taylor expansion of Ftotal can be used to define a confidence re-
gion �γ = γ − γ opt such that 1

2 �γ T H�γ < ε, where ε is a small
amount that Ftotal is allowed to deviate. After a suitable ε is found,
the uncertainties in η are given by �ηi = √

2ε/λi .
Nolet (1990) writes that the choice of ε is made by generating

synthetics for small deviations �γ , observing the resulting wave-
form misfit, and then deciding which ε to use in an ad hoc manner.
Here, we automate the process by creating a set of models γ (k) using
the linear constraints η and the eigenvectors S. Since H is a sym-
metric matrix, the eigenvectors are orthonormal, that is STS = SST

= I, and γ opt = Sη. Then we define γ (k) as

γ
(k)
i =

k∑
j=1

Si jη j , (18)

where k = 1, 2,..., MN, MN + 1, and γ (k=M N+1) = γ opt. Note that
the indices i and j used here do not correspond to the same indices as
introduced in eq. (5). Instead, the basis function coefficient matrix
in eq. (5) is converted into a 1-D vector, such that i = 1, 2,..., M
are the basis function coefficients for the first model parameter, i
= M + 1, M + 2,..., 2M are the basis function coefficients for
the second model parameter, etc., and therefore the total number
of coefficients for N model parameters and M depth knots is MN
+ 1, where the extra one is for the Moho depth parameter. Next
we calculate a misfit value for each γ (k), which represents a path
average model constructed from a truncated set of linear constraints.
We choose a cut-off kcut either at the ‘corner’ of the misfit curve, or
at 10 per cent above the minimum misfit value, whichever is lower.
We find that this heuristic choice results in synthetic waveforms
that are reasonably perturbed away from the optimal waveform fit.
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Figure 3. Same as for Fig. 2, except for the full synthetic waveform. Top row shows the data in black, the initial waveform as a grey dashed line, and the final
waveform in red for each component. The map in the upper right show the locations of the event (red star) and station KS.DAG2 (yellow triangle). Below, the
time-frequency windows are shown for each component, placed along the vertical axis according to the centre frequency of the Gaussian bandpass filter. Black
vertical bars indicate the time window boundaries for fitting. The right shows the final path average model perturbations after fitting all windows. Initial and
final misfits are given in the lower right.

Using this cut-off allows us to define �γ = γ (kcut) − γ opt and to
calculate the value of ε and therefore the uncertainties �η.

Fig. 4 shows one example determination of ε. In this example,
we show the results of a waveform fit for a Mw 6 event that occurred
on 3 April 2004 at 23:02:05 UTC and recorded at station IU.INCN.
For this particular event, the station azimuth was in the nodal plane
of the Love wave radiation pattern, and therefore only the vertical
and radial components were fit. Since these components are mostly
sensitive to perturbations in βV, the VS and ζ perturbations appear
anti-correlated. Path average results such as this may bias the large-
scale inversion for 3-D structure (see Section 2.8) if transverse
component fits from other ray paths traversing a similar area are not
available.

In Fig. 4(a), the misfit curve shows a rapid decrease in the misfit
with the first few linear constraints followed by a long plateau.
Then, another significant drop in the misfit occurs around k = 30,
and our heuristic choice selected k = 35 for the cut-off point, which
represents a misfit reduction of 87 per cent relative to the initial
misfit. Fig. 4(b) shows that the remaining misfit lies in the higher
frequency portion of the fundamental mode, which we deem to be
reasonable since that part may be more affected by unmodelled
effects such as scattering. The optimal path average model and the
model constructed from the first 35 linear constraints are shown in
Fig. 4(c), and the difference between these two models allows us to
calculate ε and the uncertainties �η. We note that kcut is only used
in the determination of the uncertainties, and all linear constraints
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Figure 4. Example determination of ε. (a) Misfit as a function of the number of linear constraints used to create γ (k). To highlight relative changes in the
misfit, a log scale is used on the vertical axis. Red star indicates the cut-off point at k = 35, and the dashed line indicates the 10 per cent level above the
minimum misfit. (b) Three-component displacement waveform recorded at station IU.INCN. The waveforms are bandpassed between 12–80 mHz, which was
the frequency range determined by the automatic windowing algorithm. Black lines indicate the observed waveforms, blue lines are the predicted waveforms
from our 3-D reference model, green lines are the final waveforms after nonlinear optimization, and the red lines show waveforms for the model γ (k=35).
(c) Path average models for the optimal fit (thin lines) and for the cut-off model γ (k=35) (thick lines). Isotropic VS variations are shown in blue, and radially
anisotropic variations are shown in orange. The difference between γ opt and γ (k=35) determines ε and therefore the uncertainty in the linear constraints.

η associated with eigenvalues above a small threshold are used for
the large-scale linear inversion.

2.8 Linear inversion

After applying the automatic waveform fitting procedure to all ray
paths in the data set, we gather all independent constraints η into a
single large data vector d, and we create a linear constraints matrix
G by projecting the eigenvectors of the Hessian from each waveform
fit onto the 3-D model’s basis functions. We then optimize a misfit
equation defined as

S(μ) = (
Gμ − d

)T
C−1

e

(
Gμ − d

) + λ2
D|Iμ|2 + λ2

F |Fμ|2, (19)

where μ is the vector of basis function coefficients and Ce is a
diagonal data covariance matrix. We include model norm damping

and horizontal gradient norm damping (flattening), with I being the
identity matrix and F representing the discrete horizontal gradient
operator acting on μ. The strength of the damping is controlled by
λD and λF. Optimal values may be calculated by estimating a priori
covariance matrices for distributions of the model parameters and
their gradients (e.g. Tarantola 2005), but for the purposes of this
study we opt to perform a trade-off-curve analysis. In order to down-
weight data in clusters, we count the number of nearby ray paths
Nr for each waveform fit by searching within 2 per cent of the path
length. The diagonal elements of Ce are thus set to �η2Nr, where
�η is an uncorrelated uncertainty resulting from diagonalizing each
Hessian matrix. The misfit equation is optimized using the LSQR
algorithm of Paige & Saunders (1982). After conducting an initial
trade-off-curve analysis, we choose a model close to the point of
maximum curvature and calculate a residual vector. We then iden-
tify data more than three standard deviations away from the mean
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as potential outliers and remove them. Typically 2–3 per cent of the
data are removed this way. We conduct another round of inversions
to do a final trade-off-curve analysis and choose a model that is
slightly rougher than the model at the point of maximum curvature.

3 S Y N T H E T I C T E S T I N G

3.1 Radial anisotropy retrieval

To assess the ability of our method to extract information on radi-
ally anisotropic structure, we conduct a series of synthetic tests. We
use an Mw 5.2, 45◦ dipping thrust fault moment tensor with a strike
of 0◦N. We place receivers spaced 2.5◦ apart at an azimuth of 45◦

and we set a maximum distance of 50◦. This test set-up ensures that
both Love and Rayleigh waves will be sufficiently excited to demon-
strate the ability to fit three-component waveforms. The synthetic
waveforms have the same ground noise added as in Fig. 1, except
we do not amplify the noise in these tests. We conduct tests with
events placed at 10, 50, and 300 km depth to observe the effects
of varying fundamental mode and overtone excitations. We create
a number of input models by adding ±5 per cent ξ perturbations to
isotropic PREM that are 200 km in thickness, starting at the Moho
(i.e. 24.4 km depth) and then incremented by 100 km depth until the
bottom of the anomaly reaches 424 km depth. For each test, we use
isotropic PREM as the reference model. Since PREM contains an
ocean layer and a relatively thin crust, the surface wave overtones
will typically overlap with the fundamental mode. This series of
tests will therefore determine the ability of our method to extract
path average model information while dealing with the problem of
overtone interference.

The results are shown in Fig. 5. Instead of showing the full seis-
mogram, we separate the fundamental mode and the overtone sum
to provide a direct comparison of the final waveform fits with the
input model waveforms. In general, we find fairly good retrieval of
the input anomalies. The poorest retrieval is found for short paths
and deep perturbations. The requirement that at least three path
lengths exist between the source and receiver puts a lower limit on
the frequency range, and since lower frequency fundamental mode
waveforms are generally sensitive to deeper structures, we lose res-
olution at depth. In Fig. 5(d), the input anomalies between 124.4 and
324.4 km depth do not significantly affect the fundamental mode
waveform above ∼20 mHz and the overtones are not significantly
excited by an event at 50 km depth. However, in Fig. 5(g), placing
an event at 300 km depth excites the overtones and allows us to
sense a perturbation to ξ structure without fitting the fundamental
mode. At an intermediate distance of ∼15◦, we observe that the
overtones completely interfere with the long-period fundamental
mode in Figs 5(b), (e) and (h). We also observe overtone interfer-
ence with the Love wave on the transverse component in nearly all
tests. Despite this, the test results show that the inversion is able to
fit both the fundamental mode and the overtones. We attribute this
to the fact that we allow the overtones to be fit up to a frequency
of 100 mHz, where greater differences between the overtone and
fundamental mode group velocities exist. This causes the slower
moving, high-frequency fundamental mode to be separated in time
from the overtones, and therefore allows the overtones to be win-
dowed and fit. In Figs 5(h) and (i), we show that we are able to
retrieve deep anomalies by primarily fitting the overtone sum.

3.2 Effects of P-wave anisotropy

In this study we neglect the effects of P-wave anisotropy, and we
explore potential biases in this section. In a redefinition of the

η parameter, Kawakatsu (2016) shows that fundamental mode and
overtone Rayleigh waves are sensitive to shallow P-wave anisotropy
anomalies compared to deeper sensitivity to other parameters at the
same period. A major source of P-wave anisotropy in the upper
mantle is the lattice preferred orientation (LPO) of olivine, which
forms under simple shear during oceanic crust formation (e.g. Hess
1964; Karato et al. 2008). In our first test, we use elastic constants
calculated from an average of 110 olivine aggregate samples to
calculate φ = (αV/αH)2 ≈ 0.959 (Ismail & Mainprice 1998). We
then apply this as a −4 per cent φ perturbation to isotropic PREM
in a 50 km thick layer underneath the Moho, which represents an
approximate lithosphere thickness in the East Sea region (Kumar &
Kawakatsu 2011). Since the volume of olivine is about 60 per cent
in the upper mantle, the amplitude of −4 per cent is quite large
in nature. Figs 6(a)–(c) show the results for a thrust fault moment
tensor (e.g. Section 3.1) at 30 km depth at 10◦, 20◦ and 30◦ distance,
respectively. We find that the primary effect of the φ perturbation is
to slow down the fundamental mode Rayleigh wave relative to the
isotropic model. Since the Love waves are unaffected by P-wave
anisotropy, this manifests itself as a +1 per cent ξ perturbation in
the inversion results.

Now we test the effects of P-wave anisotropy in the crust. Am-
phibolites are considered to be a major constituent of the middle to
lower crust (e.g. Christensen & Mooney 1995; Rudnick & Fountain
1995) and are known to form several types of LPO depending on
the conditions under which deformation occurs (e.g. Ko & Jung
2015). In most regions of the crust, Type I amphibole is expected
to form under conditions of low stress and low temperature, and
a hornblende aggregate with Type I fabric reported by Ko & Jung
(2015) may have φ = 0.81 and ξ = 1.18. Therefore, amphibolite
facies may cause a large fraction of the reported seismic anisotropy
in the crust. The relative abundance of amphibolites may range from
35–40 per cent in the middle to lower crust (Christensen & Mooney
1995), so to simulate the effects of amphibole in an extended region
of the middle to lower crust, we placed a −5 per cent φ perturba-
tion from 15 to 24.4 km depth in isotropic PREM. The results are
shown in Figs 6(d)–(f), using the same moment tensor and distances
as before. The perturbation is placed at a shallower depth, which
results in higher frequencies being slowed down in the fundamental
mode Rayleigh wave compared to the input model. We find that a
−5 per cent perturbation in φ can result in a +2 per cent ξ pertur-
bation and a −1 per cent Voigt VS perturbation at roughly the same
depths as the φ perturbation.

Next, we test the effects of P-wave anisotropy due to aligned
fractures or structures in the upper crust. Confining pressures at
lower crustal depths close cracks, but in the upper crust fluid-filled
cracks may align with the regional stress-field to cause P- and shear
wave anisotropy (e.g. Anderson et al. 1974; Crampin 1987). As
vertical dykes and vertically dipping faults are found throughout
the East Sea (e.g. Kim et al. 2011), we place a +5 per cent φ

perturbation in the top 8 km of isotropic PREM, and we use the
same moment tensor and receiver locations as before. The results
are shown in Figs 6(g)–(i). We find that the effects are very minor
and leakage into ξ structure is <0.5 per cent, indicating that the
frequency range that we fit is not sensitive to P-wave anisotropy in
the upper crust.

These tests did not assume any scaling between φ and ξ , that is
δln φ/δln ξ = 0, while previous studies have used an anti-correlated
scaling factor (e.g. δln φ/δln ξ = −1.5) derived from petrologic con-
straints (e.g. Montagner & Anderson 1989; Panning & Romanowicz
2006; Beghein 2010). In order to see what potential bias may occur
due to ignoring φ-ξ scaling, we repeat the previous tests but set the
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Figure 5. Results of 1-D synthetic testing to retrieve path-average radially anisotropic model perturbations. Top row shows results for an event at 10 km depth
and ±5 per cent ξ perturbations placed between 24.4 and 224.4 km depth, middle row shows results for 50 km depth and perturbations between 124.4 and
324.4 km depth, and the bottom row shows results for 300 km depth and perturbations between 224.4 and 424.4 km depth. Leftmost column is for a station
at ∼5◦ distance, middle column shows the station at ∼15◦ distance, and the rightmost column shows results for ∼30◦ distance. Above each subpanel is the
maximum frequency range that was used for each inversion. Each subpanel shows a comparison between the final three-component waveform after inversion
and the input model waveform. Waveform amplitudes are in nanometres of displacement, and note the changes in scale for each waveform. To the right of each
waveform comparison is a comparison between the input model perturbations and the inversion result.

scaling factor to be either −1.5 or 1.5, and the results are shown
in Supporting Information Figs S1 and S2, respectively. When an
anti-correlated scaling is used, the largest effect is to decrease the
apparent ξ at shallow depths, while apparent ξ in the mantle is not
significantly affected. On the other hand, if we assume that ξ and
φ perturbations are positively correlated, then we find that the ap-
parent ξ shifts to shallower regions relative to the true locations of
the φ anomalies. Since Rayleigh waves are sensitive to shallow P-
wave anisotropy (Kawakatsu 2016), using a positive scaling factor
can cause the amplitude of the kernel sum Kξ + δ ln φ

δ ln ξ
Kφ to become

positive at shallow depths. Because a negative perturbation to φ

decreases βV, a positive kernel sum means that a negative Rayleigh
wave phase velocity anomaly can be resolved with a positive ξ per-
turbation at shallow depths as well, and this is what we observe in
Supporting Information Fig. S2.

Our final series of tests attempts to see whether ξ anomalies
can be retrieved in the presence of φ anomalies. The previous tests
consider only φ anomalies in isolation, but the reason scaling is
invoked in the first place is that it may be more natural to expect
φ and ξ anomalies occurring together. In Supporting Information
Figs S3–S5, we consider coupled ξ anomalies in the mantle as in
our previous test where we placed a 50-km-thick −4 per cent φ

anomaly below the Moho. For each figure, subpanels (d)–(f) show
the anti-correlated case, and subpanels (g)–(i) show the correlated

case. Supporting Information Fig. S3 shows results when no scaling
is used during waveform inversion, Supporting Information Fig. S4
shows results with δln φ/δln ξ = −1.5 used during the inversion,
and Supporting Information Fig. S5 shows results with δln φ/δln ξ

= 1.5 used during the inversion. Our findings mimic those previ-
ously shown. Using an anti-correlated scaling factor reduces the
apparent ξ in shallow regions, while a correlated scaling factor in-
creases it. Using the anti-correlated scaling factor does not seem to
significantly affect the amplitude of the retrieved +ξ anomaly. The
only case where a correlated scaling factor seems to help is when
the true anomalies are also positively correlated, which is expected.
However, when no scaling factor is used, the −ξ anomaly is some-
what better retrieved than when an anti-correlated scaling factor
is used, which may be important in regions where compositional
changes may affect P-wave anisotropy without changing S-wave
anisotropy (e.g. Mainprice et al. 2000; Beghein 2010).

If we assume that an anticorrelation dominates between ξ and φ,
the results in this section imply that the main effect of neglecting
P-wave anisotropy is to increase the amplitude of the retrieved ξ

structure; a negative φ perturbation will result in a positive per-
turbation to ξ , and vice versa. Although leakage to the crust is
minimized when a scaling factor of −1.5 is used, leakage to depth
ranges outside of the perturbation is not significant when no scaling
is used, and so we do not expect to have significant bias from leakage
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Figure 6. Results of 1-D synthetic testing on the effects of neglecting φ. (a)–(c) Results for a 50 km thick −4 per cent φ perturbation that may result from
olivine LPO arising from the formation of oceanic crust. (d)–(f) Results for a −5 per cent φ perturbation in the lower crust of isotropic PREM simulating
radial anisotropy due to extended amphibolites. (g)–(i) Results for a +5 per cent φ perturbation in the upper crust that may occur in regions of vertical faulting
or volcanic dykes. The waveforms presented here are all calculated for an Mw 5.2 thrust fault event located at 30 km depth. Left column shows results for a
station located at 10◦ distance, middle column shows 20◦, and the right column shows results for 30◦. Above each subpanel is the frequency range that was
determined by the waveform fitting algorithm. Each subpanel shows the three-component displacement waveform at left. The ‘data,’ calculated using the true
model, are shown in black, the initial waveforms are shown in blue, and the final waveforms after fitting are shown in orange. At right are the true and retrieved
model perturbations. The true φ perturbation is shown in green, while the retrieved Voigt VS and ξ perturbations are shown in blue and orange, respectively.

of crustal φ structure into the mantle. Our main concern is there-
fore the contribution of olivine P-wave anisotropy into ξ . Different
olivine fabrics can form under varying stress, temperature, and wa-
ter content conditions (Karato et al. 2008), and a database of natural
olivine fabrics by Michibayashi et al. (2016) shows that peridotite
samples from NE Japan show mainly A-, D-, and E-type olivine.
All three types will produce maximum P-wave speeds roughly in
the direction of shear (Michibayashi et al. 2016), and therefore we
may expect our retrieved ξ model to have a slight amplitude bias
towards higher values wherever radial anisotropy exists.

4 A P P L I C AT I O N T O S E I S M I C DATA

4.1 Data

In this study, we apply the method to waveforms generated by earth-
quakes occurring in the East Sea (Sea of Japan) region (Fig. 7). We
gather data recorded by regional (Korea Meteorological Admin-
istration (KMA), Korea Institute of Geoscience and Mineral Re-
sources (KIGAM), Full Range Seismic Network of Japan (F-net),
Northeast China Extended Seismic Array (NECESSArray), Japan
Meteorological Agency (JMA), China Earthquake Administration

(CEA), New China Digital Seismograph Network (NCDSN), Ocean
Hemisphere Network (OHP)) and global [French Global Network
of Seismic Stations (GEOSCOPE), Global Seismograph Network
(GSN)] seismic networks during years 2004–2019. We limit the
earthquakes we use to 5 < Mw < 8 to ensure a good SNR at the low
end and to avoid problems with source finiteness at the high end.
Our initial data set consisted of 1384 earthquakes and 337 stations.

Before waveform fitting, we remove the instrument response for
each waveform and change the units to displacement. We then ap-
ply some pre-processing to ensure the input waveforms will have
a high enough SNR. This entails iteratively applying a high-pass
filter, which begins with a corner period of 300 s. The corner pe-
riod is increased a small amount until the SNR of the waveform
reaches a value of at least 7. After applying this process to all wave-
forms, the total count was 16 362 vertical component waveforms,
15 552 radial component waveforms, and 16 097 transverse com-
ponent waveforms. Greater noise levels generally result in a lower
amount of waveform fits for the horizontal components (Wolin et al.
2015). After applying our method, we successfully fit 10 017 ver-
tical component waveforms, 9245 radial component waveforms,
and 8688 transverse component waveforms, resulting in a total of
12 635 linearly independent path constraints. Of these path con-
straints, 3937 ray paths contained only Rayleigh wave constraints,
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Figure 7. (a) Bathymetry of the East Sea and major geologic locations. Contours show depths to the tops of slabs (Hayes et al. 2018). Red triangles show the
locations of intraplate volcanoes Mt. Baekdu (north) and Ulleung-do (south). ES: East Sea, HK: Hokkaido, JB: Japan Basin, KI: Kyushu Island, YB: Yamato
Basin, YR: Yamato Rise, UB: Ulleung Basin, PSP: Philippine Sea Plate. (b) Distribution of stations (yellow triangles) and earthquakes (red stars) used in this
study.

1976 ray paths contained only Love wave constraints, and the re-
maining 6722 ray paths contained constraints from simultaneously
fitting both Rayleigh and Love waves.

In Supporting Information Fig. S6, we show the distribution of
centre frequencies used for waveform fitting as a function of ray path
length, and we can clearly see the effects of data culling based on the
three-wavelength requirement at the low-frequency end, while at the
high-frequency end we see the effects of the maximum frequency
limits for the fundamental mode and full synthetic fits. We also
notice that a majority of the centre frequencies appear to fall in dis-
crete bins, which is a result of our pre-processing method described
above that ensures that the waveforms have adequate SNR before
fitting. Centre frequencies falling outside of the discrete bins are a
result of waveform data lacking adequate SNR at lower frequencies,
thus necessitating higher starting frequencies.

Relative to the maximum possible amount of data, the quality
control steps taken during waveform fitting resulted in a rejection
rate of 39, 41 and 46 per cent for the vertical, radial and transverse
component data, respectively. In comparison with other studies,
this is lower than the ∼67 per cent rejection rate for the vertical
component after pre-processing reported by Debayle et al. (2016)
and the ∼80 per cent rejection rate reported by Schaeffer & Lebedev
(2013). Those studies, however, began with a much larger global
data set of seismic waveforms recorded for all events listed in the
CMT catalogue since 1976. As a result, most waveforms not fit
by those methods are for low SNR recordings from low-magnitude
events, while the shorter scale of our regional study helps to ensure
that more low-magnitude waveforms will be kept.

Finally, we collected all path model constraints resulting from the
nonlinear waveform fitting and applied the linear inversion method
outlined in Section 2.8. The final model had a variance reduction of
68.8 per cent with respect to the 3-D reference model.

4.2 Phase velocities

We can use the result of each waveform fit to calculate perturbations
to the 3-D reference model phase velocities using the path-averaged
sensitivity kernels in eq. (7) and the fact that δk/k = −δc/c. The path

average phase velocities that result could potentially be used in a va-
riety of other imaging studies, but here we restrict our discussion to
the observed variations for each mode branch. We show a compar-
ison between the initial and final phase velocities for the Rayleigh
and Love waves in Fig. 8, where the velocities are placed into phase
velocity and frequency bins. The fundamental mode and overtone
branches n = 1...20 are clearly observed, and a horizontal line at
∼8.5 km s−1 related to the Stonely modes (Dahlen & Tromp 1998)
is also recovered in the Rayleigh wave phase velocities. Variations
in the fundamental mode phase velocities are strongest at higher
frequencies that are sensitive to shallow, more heterogeneous struc-
ture. Compared to the Rayleigh waves, more variation is seen in
the Love wave phase velocities, which may be an indication of ra-
dial anisotropy in the region more strongly affecting βH structure
compared to βV. Both Rayleigh and Love wave overtones show an
increase in the amount of variation after fitting, showing that body
waves sensitive to deep structure are being fit. Vertical lines seen
at roughly 42, 63 and 83 mHz are an artefact due to differing fre-
quency spectrum sampling rates for each waveform fit; waveforms
for shorter ray paths are shorter in duration and therefore may have
a coarser frequency sampling to calculate the frequency spectrum
in eq. (1) Therefore, some bins may be overrepresented due to phase
velocities with frequencies lying close together.

4.3 Resolution testing

To check the resolution and reliability of our model, we perform
sparse checkerboard resolution testing. Normal (dense) checker-
board tests may give misleading results due to the superposition
of smeared anomalies in close proximity (Rawlinson & Spakman
2016). We create input models with 3-D 5 per cent sinusoidal varia-
tions in VS and ζ (i.e. eqs 8 and 9). The synthetic data are created by
taking the product of the linear constraints matrix G and the input
model. To check leakage of isotropic VS structure into anisotropic
structure, we create input models that only have VS perturbations and
zero ζ perturbations. We perform the opposite test to check leakage
of anisotropic structure into VS structure, and we also perform tests
where perturbations in both model parameters are present. For all
resolution tests, we add Gaussian noise to the synthetic data with a
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1326 M. Witek et al.

Figure 8. 2-D histograms of the (a) initial phase velocities for the 3-D reference model and the (b) final phase velocities after waveform fitting. Colours
indicate amount of measurements in a bin, shown on a log scale. Colour scale is chosen to highlight the average phase velocities, with red showing bins with
the largest amount of measurements.

noise level proportional to the ratio of the observed data norm and
the norm of the uncorrelated uncertainties.

Results of the checkerboard resolution tests are shown in Fig. 9.
We show the ability of the model to resolve 1.5◦ anomalies in
Figs 9(a) and (c). The anomalies have a thickness of 50 km and
their centres are placed at 60 and 260 km. We find that leakage
effects are minimal and generally less than 1 per cent. Anomaly
amplitudes are best retrieved in the southern East Sea and around
Japan, while the northwestern portion of the study region typically
shows poorer anomaly retrieval and smearing in an NW–SE di-
rection. Amplitude retrieval for ζ is typically lower compared to
VS, and smearing effects are larger. Next, we show 3◦ anomalies
centreed at 300 km depth with additional anomalies separated by
intervals of 150 km in Figs 9(b) and (d). These anomalies have a
thickness of 200 km. Anomaly amplitudes are generally well re-
trieved in the south around the Japanese island. Similar to before,
VS anomalies are better retrieved compared to ζ , and we find more
severe smearing effects in the northwest. At greater depths, we begin
to completely lose resolution in the north.

Next we perform a structural resolution test where we set the input
model to be the full waveform inversion model FWEA18 (Tao et al.
2018) by converting it to per cent perturbations with respect to our
reference 3-D model. We calculate synthetic data using the linear
coefficient matrix G (i.e. Section 2.8), and we add Gaussian noise
as before. The results of the inversion are shown in Fig. 10. We find

that the subducting Pacific slab from the input model is retrieved
well down to 200 km depth. At greater depths, however, the input
amplitudes become reduced, and while we can retrieve similar slab
contours, the inversion test reveals a large amount of lateral smear-
ing in the north that would make it more difficult to distinguish the
slab in a real data inversion. Small-scale anomalies, such the posi-
tive VS anomalies seen in the input model at 200, 300, and 400 km
merge together or are overwhelmed by the surrounding larger-scale
anomalies. Similar results are seen for ζ . At 100 km depth we re-
trieve the large-scale positive anisotropy in the input model, but
small-scale isotropic regions disappear and the anisotropy becomes
slightly positive. At 200 km depth, we generally retrieve the pattern
of negative and positive anisotropy, but again we see smearing in
the north that removes the negative anisotropy there, and we lose
the continuous structure linking the negative anisotropy in the Japan
Basin to the Korea Peninsula. Below 200 km depth FWEA18 be-
comes isotropic, which allows us to observe leakage of isotropic
VS into ζ , and we find that the maximum level of leakage is on the
order of 1 per cent, which is similar to the checkerboard resolution
results.

Our synthetic waveform inversion tests (i.e. Section 3.1) show
that deep anomalies are better retrieved when longer paths and
deep events are used, while shorter paths (which are limited to
higher frequencies during waveform fitting) provide constraints for
shallow anomalies. Fig. 11(a) shows the path length distribution
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Radially anisotropic partitioned waveform inversion 1327

Figure 9. Sparse checkerboard resolution test results. (a) Results for 1.5◦ anomalies placed at 60 km depth with 50 km thickness and 150 km separation.
Left column shows VS anomalies, and the right column shows ζ anomalies. Contours in each subfigure indicate the ±1 per cent level for the input model
anomalies. Top row shows results for the test with only VS input anomalies, middle row shows only ζ input anomalies, and the bottom row shows results with
both anomalies present in the input model. Vertical lines in the bottom row indicate the location of the vertical slice in (c). (b) Same as for (a), except for 3◦
anomalies placed at 300 km depth with 200 km thickness and 150 km separation. Horizontal lines in the bottom row indicate the location of the vertical slice
in (d). (c) Vertical slice through the output model shown in the bottom row of (a). The origin is located at the north and distances increases going south. (d)
Vertical slice through the output model shown in the bottom row of (b), and the origin is located at west with distance increasing going east. Note the depth
scale change from (c). Anomalies appear at 950 km depth due to the inability of our model depth parametrization (i.e. knot locations) to distinguish anomalies
with a thickness of 200 km. The colour scale was chosen to only show anomalies with amplitudes above 0.5 per cent.

for this study, and Figs 11(b) and (c) show hit counts for ray
paths under and over 10◦ length, respectively. The concentration
of short paths around Japan is not surprising, but it helps explain
the shallow checkerboard test results in Figs 9(a) and (c). Longer
paths greater than 10◦ also tend to concentrate in NE Japan, but
we can see that the longer paths traverse the entire region which
explains why we have good depth resolution in the resolution
tests.

Additionally, we show the azimuthal distribution of the data for
different grid sizes in Fig. 12. Since we generally expect lower
anisotropy resolution, checking the azimuthal distributions for dif-
ferent size grids allows us to see the length scales at which the
distributions become uniform. We neglect the effects of azimuthal

anisotropy in this study, so that robust retrieval of radial anisotropy
relies on the ray paths in the data set having uniform azimuthal dis-
tributions, thereby averaging out azimuthally anisotropic structure
(e.g. Montagner & Nataf 1988). Rayleigh and Love waves are sen-
sitive to different kinds of azimuthal anisotropy (e.g. Larson et al.
1998; Sieminski et al. 2007), and therefore we extract ray paths that
contain path constraints from the vertical and radial components
and the transverse component separately. The azimuthal distribu-
tions are quantified using a function proposed by Barmin et al.
(2001),

χ =
1
n

∑n
i=1 fi

maxi fi
. (20)
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1328 M. Witek et al.

Figure 10. Results from the structural resolution test. Left two columns show the input model, and the contours indicate +2 per cent VS anomalies. The right
two columns show the output model, with light dashed contours indicating the +2 per cent level of the input model. The depth for each row is indicated to the
left.

Here, fi is the number of paths falling into the ith azimuth bin, and
n is the total number of bins. When the azimuthal distribution at
that grid node is uniform, then the fi will be roughly equal, so that
χ ≈ 1. However, when the distribution is dominated by a small
range of azimuths, then most fi will be close to zero and the sum
with be approximately equal to the maximum fi, so that χ ≈ 1/n.
We set the number of bins to n = 10, and we calculate χ for grids
with average spacings of 1◦, 2◦, and 3◦. We find that the azimuthal
distributions tend to uniformity around Japan and the southern East
Sea, which may explain why the highest ξ resolution occurs in
Japan in Fig. 9. As the grid spacing increases, we expect to see
more uniform azimuthal distributions across the study region, and

this is what we observe in Fig. 12. Therefore, we may expect the
most robust retrieval of radial anisotropy around Japan and the
southern East Sea, but robust retrieval in the rest of the study region
is limited to larger wavelength structures.

However, previous studies using less data over a wider region
have shown that the biasing effects of azimuthal anisotropy may be
insignificant. For example, Marone et al. (2004) conducted a tradi-
tional PWI inversion in the Eurasia-Africa plate boundary region,
and they found that the potential bias from observed azimuthal
anisotropy in the region was not significant, even in an extreme
test case where the anisotropy was concentrated in a shallow layer.
Kendall et al. (2021) conduct a study of radial anisotropy beneath the
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Radially anisotropic partitioned waveform inversion 1329

Figure 11. (a) Path length distribution for the ray paths used in this study. (b) Hit counts for ray paths under 10◦ length. (c) Hit counts for ray paths over 10◦
length.

Pacific and find that the effect of azimuthal anisotropy corrections
for Rayleigh wave data on the retrieved structure is small, which
may indicate that sufficient ray path coverage with surface wave
data can effectively retrieve radial anisotropy. Furthermore, Legen-
dre et al. (2016) measured Rayleigh wave azimuthal anisotropy in
the East Sea region in the period range 30–80 s period and found 2ψ

anisotropy up to 1 per cent in amplitude, while 4ψ anisotropy was
not found necessary to explain their data. At 30–40 s period, they
show an NE–SW fast propagation direction in the East Sea, and a
roughly E–W pattern in Japan. At longer periods, the fast propaga-
tion direction switches to a predominantly NE–SW direction across
our entire study region. Liu & Zhao (2016) also perform a Rayleigh
wave azimuthal anisotropy study in the period range 20–150 s. They
show fairly similar results as Legendre et al. (2016) around Japan
at short periods, while at longer periods >80 s the amplitude of the
anisotropy around Japan and the East Sea are ≤1 per cent. Since
our data set contains ray paths both parallel and perpendicular to
the fast velocity directions shown in these studies, we do not expect
the azimuthal anisotropy to significantly bias the radial anisotropy
results. Nevertheless, azimuthal anisotropy should be included and

we plan on expanding our method to include its effects in future
work.

4.4 3-D model results

The focus of this study is to provide regional constraints for radially
anisotropic structure from an automatic waveform fitting method. In
this section, we compare our results with two other high-resolution
models of the East Sea region to highlight that our method is able
to produce similar features while extending the depth range of re-
trievable radially anisotropic structure. FWEA18 (Tao et al. 2018)
is a model of East Asia constructed from a set of 95 earthquakes
recorded at 1590 seismic stations located across Taiwan, China,
South Korea, Japan, and Mongolia, and their final data set included
∼1 350 000 body wave windows filtered between 8–100 s period
and ∼72 000 surface wave windows filtered between 40–100 s pe-
riod. KEA20 (Witek et al. 2021) is a radially anisotropic model
of East Asia derived from ∼175 000 Love wave and ∼500 000
Rayleigh wave group and phase velocity dispersion curves in the
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Figure 12. Azimuthal distributions for grids with average spacings of (a) 1◦, (b) 2◦ and (c) 3◦. Column headings denote wave types: Rayleigh for vertical and
radial component contributions and Love for the transverse component. A contour is drawn at χ = 0.3.

period range 5–375 s period that accounts for crustal nonlinearity
by using a fully 3-D reference model and local sensitivity kernels
to invert for structural perturbations in the crust. Figs 13 and 14
compare horizontal depth slices of Voigt vS for our model and mod-
els FWEA18 and KEA20, and Figs 15 and 16 compare the radial
anisotropy ξ . We mask our model using the summed squares of the
columns of the weighted constraints matrix C−1/2

e G. Regions with
high sums roughly correspond to areas in our model with high ray
path density and high resolution.

4.4.1 Isotropic shear wave speeds

In general, all three models show a great deal of similarity at shal-
low depths. At 40–60 km depth, we observe low velocity anomalies
in NE Japan, Hokkaido, and Kyushu Island, which can be related
to ongoing volcanism in those regions. For example, high atten-
uation (Kita et al. 2014) and low VS (Koulakov et al. 2015) are
imaged underneath volcanoes in Hokkaido at crustal depths and in
the mantle wedge. Similar low-velocity anomalies are imaged in
NE Japan under active arc volcanoes in regions of low-frequency
microearthquakes associated with fluid magma movement (e.g. Xia
et al. 2007). A magnetotelluric study by Hata et al. (2015) im-
aged high conductivity under active volcanoes on Kyushu indicat-
ing fluid upwelling. We image relatively low VS anomalies along

the eastern margin of the Korean Peninsula, which may be due to
a small fraction of partial melt in the subcontinental lithosphere
(e.g. Song et al. 2020). Differences between our model and KEA20
may be explained by the latter containing shorter period dispersion
data, which are sensitive to shallower crustal structures and may
therefore improve resolution in the uppermost mantle by removing
ambiguity in the longer period data that are also sensitive to shallow
structures. The low velocity anomalies observed in our model along
the eastern margin of the East Sea at 40 km depth may therefore be
the result of vertical smearing from deeper anomalies at 60–80 km
depth (e.g. Fig. 9). We also note that in the original study of Tao
et al. (2018), they did not discuss features in FWEA18 above 80 km
depth. At 80 and 100 km depth, the East Sea, the Korean Peninsula,
NE China, and Far East Russia transition to a wide region of low
velocity anomalies. This has been imaged in previous studies (e.g.
Zheng et al. 2011; Chen et al. 2012; Shen et al. 2016; Simutė et al.
2016), and has been interpreted as a warm and hydrated upwelling
caused by shallow and deep slab dehydration reactions (e.g. Zhao
et al. 2007).

At 60 km depth, we begin to see stronger high-velocity anoma-
lies in the eastern offshore region of NE Japan, indicating the Pa-
cific plate. The Philippine Sea plate can be seen as a high-velocity
anomaly to the south of SW Japan. As depth increases, we can
clearly see the Pacific slab anomaly moving westward, although
smearing effects (e.g. Figs 9 and 10) prevent us from obtaining
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Radially anisotropic partitioned waveform inversion 1331

Figure 13. Horizontal depth slices of Voigt vS through our model (left column) and models FWEA18 (middle column, Tao et al. 2018) and KEA20 (right
column, Witek et al. 2021) at 40, 60, 80 and 100 km depths. Depths are shown in the bottom left corner in the leftmost column. Colour scale shows perturbations
with respect to the mean Voigt vS in our model, shown in the bottom right in the leftmost column.

clear slab boundaries as in FWEA18. KEA20 also shows the same
general trend, but loses resolution at depths greater than 200 km due
to a paucity of overtone data, which shows the importance of fitting
body wave phases in our method. Our model also shows poorer res-
olution below 200 km depth compared to FWEA18, and this may
be due to the short ray paths considered in this regional study (e.g.
Fig. 11).

4.4.2 Radial anisotropy

The three models of radial anisotropy show more differences com-
pared to isotropic shear wave speeds. At shallow depths between
40–80 km, our model appears more consistent with KEA20 than
with FWEA18. For example, FWEA18 images a region of posi-
tive radial anisotropy (i.e. βH > βV) in the Japan basin between

40–60 km depth, whereas our model and KEA20 show isotropic to
weakly negative anisotropy (i.e. βV > βH). Our model also shows
negative anisotropy in the Ulleung basin, whereas FWEA18 shows
weakly positive anisotropy and KEA20 has a broad region of strong
positive anisotropy. Since this study contains a larger combination
of short-period Love and Rayleigh wave paths with short lengths
(e.g. Fig. 11) compared to KEA20 and FWEA18, we believe that
our results may be more robust. The negative anisotropy seen in
the Japan and Ulleung basins occurs with high VS anomalies (e.g.
Fig. 13 at 40 km), and may represent regions of foundering lower
crust or frozen vertical upwellings that formed during the formation
of the East Sea.

Strong positive anisotropy and low VS is imaged off the western
coast of NE Japan near the Yamato basin, which may indicate re-
turn flow of mantle material back towards the mantle wedge. The
strong positive anisotropy transitions to an area of weak positive
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Figure 14. Same as Fig. 13, but for depths 150, 200, 300, 400 and 600 km.

anisotropy in the mantle wedge underneath NE Japan. A recent
study of P-wave anisotropy by Wang & Zhao (2021), who consid-
ered hexagonal symmetry with the symmetry axis orientation as
a free parameter, shows a complex mantle flow field underneath
NE Japan. Since we assume a vertical symmetry axis in this study,
the reduced strength of radial anisotropy we observe in the upper
mantle may be due to 3-D mantle flow aligning mineral fabrics in a
subhorizontal orientation. A study of P-wave anisotropy by Liu &
Zhao (2017) indicates that E-type olivine fabric may dominate the
mantle wedge underneath NE Japan, which would also cause weak
positive ξ under horizontal shear (Karato et al. 2008).

In contrast to NE Japan, subduction underneath SW Japan is
thought to take place at temperatures that are 300–500 ◦C warmer,

which may result in shallower eclogite transformation and slab de-
hydration reactions (e.g. Peacock & Wang 1999). Consequently, the
combination of low stresses, higher temperatures, and larger water
contents in the shallower mantle wedge may cause olivine fabrics to
change from A-type to E-type and then C-type olivine (e.g. Karato
et al. 2008). In SW Japan, Liu & Zhao (2017) suggested that C-type
olivine may dominate the mantle wedge, although there may be
E-type olivine around Kyushu Island. A warm, hydrated upwelling
from the subducting Philippine Sea plate may cause C-type olivine
to show weakly positive anisotropy due to vertical shear and neg-
ative anisotropy if there is horizontal flow (Karato et al. 2008).
At 40–80 km depth where we may expect horizontal flow back to-
wards the trench, our model and FWEA18 both show positive radial
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Radially anisotropic partitioned waveform inversion 1333

Figure 15. Horizontal depth slices of ξ through our model (left column) and models FWEA18 (middle column, Tao et al. 2018) and KEA20 (right column,
Witek et al. 2021) at 40, 60, 80 and 100 km depths. Depths are shown in the bottom left corner in the leftmost column. Colour scale shows per cent perturbations
with respect to the mean value in our model at the given depth.

anisotropy anomalies above the slab. Our results may be more con-
sistent with A- or E-type olivine under SW Japan, depending on
the amount of water present. C-type olivine under horizontal shear
could produce ξ ≈0.90–0.95, which may be consistent with our
results at Kyushu, with a possibility of more water content there.

At greater depths below 150 km, we see a transition to large
regions showing negative anisotropy. At 200 km depth, we im-
age negative anisotropy in the Japan basin, Russia, and NE China,
which is similar to FWEA18. Below 150 km depth, the resolu-
tion of KEA20 drops significantly, resulting in a mostly smooth
model, while FWEA18 limited the existence of radial anisotropy
to the top 200 km of their model. While we show anisotropy be-
low 200 km depth in Fig. 16 for completeness, we do not attempt
to interpret the model since the resolution there is more limited
(e.g. Fig. 9).

4.5 Model validation

In order to judge the performance of our model, we calculate three-
component synthetic waveforms for events not used in the inver-
sions for our model, FWEA18, and KEA20, and we compare them
with the observed waveforms as well as with synthetic waveforms
calculated for our 3-D reference model. The first event we show
is an Mw 6 thrust fault occurring at 34 km depth off the coast of
NE Japan at 2:44:11 UTC on 12 September 2020. We choose two
stations for this event: IU.YSS, which is 8.2◦ away almost due north
of the event, and IC.MDJ, which is located 11.1◦ to the northwest.
The results are shown in Fig. 17. The waveforms are bandpassed
between 10–30 mHz, and we calculate window misfits according to
eq. (14) between 245–390 s for station IC.MDJ, and 180–350 s for
station IU.YSS. In both cases, the reference model waveforms are
reasonably close to the observations, which is an indication that the
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Figure 16. Same as Fig. 15, for but depths 150, 200, 300, 400 and 600 km.

linearization in eq. (2) is justified by our choice of reference 3-D
model. For the waveforms recorded at station IC.MDJ, our model
performs better than the reference model, although the synthetic
vertical and radial component waveforms are slightly slower than
the observations, and FWEA18 shows higher levels of misfit com-
pared to our model and KEA20. For the waveforms recorded at
station IU.YSS, our model performs similar to the reference model
on the vertical and radial components, but we see a much higher
misfit on the transverse component. Similar results are seen for
KEA20, but this may be expected since the event-receiver path for
station IU.YSS is on the edge of the study region for both mod-
els. FWEA18, on the other hand, shows slightly poorer results on
the vertical and radial components, while the transverse component
sees a good fit to the observations.

In Fig. 18, we show three-component waveform comparisons for
a deep Mw 6 event occurring at 214 km depth at 2:39:43 UTC on 12
January 2021. We chose two stations, G.INU and IU.INCN, whose
ray paths lie within the well-resolved region in our model. Similar
to before, we bandpass the waveforms between 10–30 mHz and we
calculate misfits between 150–350 s for station G.INU, and between
250–450 s for station IU.INCN. Compared to the reference model,
our model reduces the misfit quite well for the vertical and radial
components, while the transverse component only sees a mild im-
provement in the misfit. Since this is a deep event, the waveforms
are primarily composed of excited overtone signals that are sensi-
tive to deeper structures compared to the fundamental mode. The
reduction in misfit that we see is a good indication that the deep
structures in our model are reliable. It is interesting to note that
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Radially anisotropic partitioned waveform inversion 1335

Figure 17. Waveform comparisons for an Mw 6 event occurring off the coast of NE Japan at 2:44:11 UTC on 12 September 2020 at a depth of 34 km. (a)
Map showing the locations of the event and stations IC.MDJ and IU.YSS. (b) Three-component waveform comparison between the data for station IC.MDJ
and synthetics calculated for the reference 3-D model, the model shown in this study, FWEA18, and KEA20. Legend is shown below (a). Coloured text shows
misfits calculated for a window between 245–390 s, with colours matching those shown in the legend. (c) Same as (b), but for station IU.YSS. Misfits are
calculated between 180–350 s. All waveforms are bandpassed between 10–30 mHz. Grey dashed vertical lines denote time windows used.

Figure 18. Waveform comparisons for an Mw 6 event occurring west of Hokkaido at 2:39:43 UTC on 12 January 2021 at a depth of 214 km. (a) Map showing
the locations of the event and stations G.INU and IU.INCN. (b) Three-component waveform comparison for station G.INU, with the legend shown below (a).
Coloured text shows misfits calculated between 150–350 s. (c) Same as (b), but for station IU.INCN. Misfits are calculated between 250–450 s. All waveforms
are bandpassed between 10–30 mHz. Grey dashed vertical lines denote time windows used.

KEA20 and FWEA18 show lower misfits for the waveforms ob-
served at IU.INCN, while our model shows better misfit reduction
at G.INU. This could be because our model has better resolution in
the region closer to NE Japan compared to the northern East Sea,
as we showed in our resolution testing (e.g. Section 4.3).

5 C O N C LU S I O N S

In this study, we present a novel S and surface waveform inver-
sion method that is based on surface wave ray theory and the PWI
method (Nolet 1990). We expand and modify PWI to retrieve

linear constraints on radially anisotropic Earth structures by using
phase-matched filtering to extract and fit the fundamental mode sig-
nal, and to obtain an optimal reference model and kernel for each
path. Afterwards, we fit the full normal mode sum composed of
the fundamental mode and overtones up to n = 20, and we show
that, depending on the ray path lengths used, we are able to ex-
tract information on radial anisotropy down to the mantle transition
zone even when the overtones significantly interfere with the fun-
damental mode. We also present a novel method to automatically
estimate the level of uncertainty in the resulting path average model
constraints, which in previous applications was done in an ad hoc
manner for each waveform. Previous studies using the PWI method
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have so far focused on Rayleigh waves (e.g. Schaeffer et al. 2016),
while other multimode waveform fitting studies consider Love and
Rayleigh waves in separate path-average model inversions (e.g. Ho
et al. 2016; Priestley et al. 2019).

We apply our method to ∼16 000 waveforms propagating through
the East Sea and recorded at seismic networks in China, South
Korea, and Japan. The resulting linear constraints and uncertainties
were used in an inversion for a radially anisotropic model of the crust
and upper mantle of the East Sea. Our model shows features that
are generally consistent with two recent models, FWEA18 (Tao
et al. 2018), which was derived using a full-waveform inversion
method, and KEA20 (Witek et al. 2021), which has derived from an
inversion of surface wave dispersion data. We validate our model
by forward calculating waveforms for earthquakes that were not
used in our inversion. The waveforms for our model, FWEA18, and
KEA20 match the data well, showing that our automatic waveform
inversion method extracts structural information and can produce
models that perform as well as previous studies.
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Figure S1. Same as Figure 6, except δ ln φ/δ ln ξ = −1.5 during
waveform inversion.
Figure S2. Same as Figure 6, except δ ln φ/δ ln ξ = 1.5 during
waveform inversion.
Figure S3. Effects of including ξ perturbations that are correlated
with φ perturbations,δ ln φ/δ ln ξ = 0 during waveform inversion.
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waveform inversion.
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form inversion.
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